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#### Abstract

The study revisits the Menzerath's Law, which articulates the inverse relationship between the length of constructs and the mean length of their constituents. This relationship is famously modelled by Gabriel Altmann's model, which combines power and exponential relations. His formulas have been widely used to describe this relationship across linguistics and biology, however, there is no satisfactory explanation for his model. Therefore, the paper proposes shifting our perspective to examine directly the relationship between the number of constituents in a construct and the number of subconstituents in the same construct. This relationship may be explained by a simple model based on linear regression, which leads to a hyperbolic model of the Menzerath's Law. This approach is successful for several datasets, but insufficient for others.


Menzerath's Law, Menzerath-Altmann Law, MAL, regression to mean, linear model

## 1 Introduction

Menzerath's Law describes the relationship between the length of text segments and the mean length of their subsegments (i.e. constructs and their constituents), a principle that applies to various levels and has been confirmed in numerous languages. The law is named after Paul Menzerath, who was the first to notice the peculiar relation between the length of a syllable and its duration, ${ }^{1}$ as well as between the length of a word and the mean length of its syllables. ${ }^{2}$

The law is also known as the Menzerath-Altmann Law (MAL), in honor of Gabriel Altmann. Altmann developed models of this relationship, popularized the concept among quantitative linguists, and most significantly, recognized that the model applied to more than just syllables and phonemes. He described the generalized form as "the longer a language construct the shorter its components (constituents)" (Altmann, 1980, p. 1).

[^0]To be more specific, the relationship is between the number of constituents in a construct and the mean number of subconstituents within these constituents. Altmann's model (1980, p. 3) expresses this relationship by the equation

$$
\begin{equation*}
\bar{L}_{n-1, n-2}=a L_{n, n-1}^{b} e^{c L_{n, n-1}} \tag{1}
\end{equation*}
$$

In this equation, $n$ refers to the level of constructs (e.g. words), while $n-1$ denotes the level of constituents (e.g. syllables), and $n-2$ denotes the level of subconstituents (e.g. phonemes). Hence the term $L_{n, n-1}$ represents the length of the construct in terms of its constituents (e.g. the number of syllables in a word). Meanwhile, $\bar{L}_{n-1, n-2}$ represents the mean length of the constituent in terms of its subconstituents, for example the mean number of phonemes in a syllable.

Many studies have found that when assuming $c=0$, the abbreviated form of the model provides a satisfactory fit for the data:

$$
\begin{equation*}
\bar{L}_{n-1, n-2}=a L_{n, n-1}^{b} \tag{2}
\end{equation*}
$$

To give an example, the following formula describes the Menzerath-Altmann law on phoneme-syllableword level:

$$
\begin{equation*}
\bar{L}_{\text {syllable }, \text { phoneme }}=a L_{\text {word,syllable }}^{b} \tag{3}
\end{equation*}
$$

It has been discovered that the model can be applied to almost any conceivable method of text segmentation — phonemes, morphemes (Gerlach, 1982; Milička, 2014; Pelegrinová et al., 2021), words, phrases (Mačutek et al., 2021; Mačutek et al., 2017), clauses (Buk and Rovenchak, 2008) and sentences (Milička, 2015; Motalová, 2022), but also to non-human language - geladas (Gustison et al., 2016; Semple et al., 2022) and there were also various attempts at applying MAL outside linguistics, mostly biology (Altmann, 2014; Altmann and Schwibbe, 1989; Semple et al., 2022).

Since real-world datasets of these relationships tend to be noisy, numerous models, not just Altmann's, fit the empirical data. However, very few models have actually been tested, and even those that have been published, typically bear some connection to the original Altmann models (Buk and Rovenchak, 2007; Kułacka and Mačutek, 2007; Mačutek and Rovenchak, 2011). A hyperbolic model (4, Figure 1) has successful fit to many datasets on various levels of segmentation and languages (Milička, 2014):

$$
\begin{equation*}
\bar{L}_{n-1, n-2}=\frac{a}{L_{n, n-1}}+b \tag{4}
\end{equation*}
$$

Actually, already Menzerath himself modelled the relation as a hyperbolic one, however, it is a bit obfuscated. In his book from 1954 he does not analyze the MAL relationship, but the relationship of number of syllables in a word and mean number of phonemes in word. I.e. the dependent variable is not


Figure 1: Three models of Menzerath's relation fitted to the original Menzerath's data on the phoneme-syllable-word level (Menzerath, 1954, p. 96). Residual sum of squares is reported as it scales with the main objective of the fitting function.
$\bar{L}_{n-1, n-2}$ but $\bar{L}_{n, n-2}$, in this case it means that the dependent variable is mean number of phonemes in word instead in syllables.

But it does not matter, since the mean number of phonemes in a word can be calculated as the mean number of phonemes in syllable times number of syllables. To be more general, $\bar{L}_{n, n-2}=\bar{L}_{n-1, n-2} L_{n, n-1}$. This means we get the model for this relationship by multiplying both sides of the equation 4 by length of construct $L_{n, n-1}$. This multiplication makes the hyperbolic model linear:

$$
\begin{align*}
\bar{L}_{n-1, n-2} L_{n, n-1} & =\frac{a L_{n, n-1}}{L_{n, n-1}}+b L_{n, n-1}  \tag{5}\\
\bar{L}_{n, n-2} & =a+b L_{n, n-1} .
\end{align*}
$$

Figure 2 shows the actual Menzerath's data (page 108): the empirical dataset looks fairly linear, so Menzerath used linear regression to model it.

The linear model can be interpreted easily and straightforwardly: as the length of a construct increases in terms of its constituents, its length in terms of subconstituents also increases at a steady and consistent rate. The more syllables a word has, the more phonemes it contains in proportion. This relationship seems to align with our intuition, except for the parameter $a$. Menzerath refers to this parameter as an inexplicable additive constant (unarklärliche additive Konstante) and feels that it requires an explanation (Menzerath, 1954, p. 111). In order to provide this explanation, Menzerath suggests that each word contains one core syllable (Kernsilbe), which is longer than the other syllables in the word. For instance, monosyllabic words are composed of only the core syllable, which is why they are relatively long.


Figure 2: Original Menzerath's linear model (reprint from Menzerath (1954, p. 108)), right is recreation of the data points from his dataset (p. 96) . His model $y=2 x+1.9$ (ibid.) do not seem to match none of our linear models, presumably because he excluded the last data point. Residual sum of squares (RSS) is calculated in respect for averaged points.

Bisyllabic words, in contrast, consist of one core syllable and one ordinary syllable.

This explanation appears plausible and aligns with our experience, even when considering other units: there are core morphemes in words (root or base morphemes), and core words in clauses (the vast majority of clauses contain a predicate). ${ }^{3}$ If we really try, we would be able to find something like core clauses in sentences etc. . .

The paper by Milička (2014), which further develops the same formula, bases its explanation of the constant $a$ upon Reinhard Köhler's idea of structure information. Köhler posits that this information is stored in constituents besides constructs (Köhler, 1984). A year later, a more generalized approach was presented in Milicka's PhD thesis (2015), in which the parameter $a$ was examined from the perspective of the Theory of Communication.

However, it seems that no explanation is actually necessary in this instance, since the parameter $a$ can be interpreted through the concept of Galtonian regression to the mean.

## 2 Paul Menzerath Meets Francis Galton

We are fortunate that Menzerath not only shared the means of the construct lengths but also provided the entire joint distribution, i.e. a table which states how many words of certain lengths he found. For

[^1]


Figure 3: Original Menzerath's joint distribution of his dataset (reprint from Menzerath (1954, p. 96)). The chart on right represents the same data.
example he found 101 words that contain 2 syllables and 3 phonemes, 1893 words with 3 syllables and 8 phonemes etc., the complete distribution can be viewed in the table reprinted in Figure 3 (Menzerath, 1954, p. 96). These data make it possible to directly reanalyze his findings.

In order to get parameters of a linear model, the line is shifted and rotated until "discrepancy" between the line and the data points is as small as possible. There are several metrics of this "discrepancy". The most favourite method for fitting is the least squares method, where the metric is sum of squared vertical distances between the line and the data points. Gabriel Altmann used this metric in his seminal paper on the topic (Altmann, 1980) and as far as I know everybody who fitted his model to Menzerathian relation did so.

In studies of Menzerath's law, the method of the least squares has traditionally been used to model the means, not the complete joint distribution (meaning the dataset as shown in the Figure 3), and I followed this tradition in the models presented so far in this study (Figures 1 and 2), with the exception of the yellow line in Figure 2, where the whole dataset was used. As can be observed, the two lines in the right chart of the Figure 2 are quite similar - it does not matter much, whether the model is fitted to the averages or to the whole dataset of joint distribution. This is because the least squares method inherently targets central values of the dependent variable. ${ }^{4}$

[^2]Fitting the entire dataset with a linear model in this manner is useful for highlighting the regression toward the mean, a statistical artifact produced by averaging the values of the dependent variable (i.e., "vertically"). The line is actually called regression because of this. The regression toward the mean was famously discovered by Francis Galton who noticed that short people tend to have offsprings who are relatively taller than they are, and, surprisingly, also tall people have offsprings who are on average shorter than they are (Galton, 1886). This phenomenon actually resembles Paul Menzerath's observation that short words, when measured in syllables, do not appear as short when their length is counted by the number of phonemes. Conversely, words with a large number of syllables have relatively fewer phonemes on average. Such a phenomenon manifests whenever two variables are imperfectly correlated. The number of syllables in a word is imperfectly correlated with the number of phonemes in that word. The question is, whether the imperfect correlation can explain the parameter $a$ completely.

Averaging the values, as we do in case of Menzerath's law, does not respect the way how the data points actually originated. We do not know which stochastic process best models the data's origin, but we can be sure that the random processes did not take place solely in the vertical direction. That is to say, it is not as if the independent variable was predetermined and all the "errors" can be attributed solely to the dependent variable. The dependent-independent dichotomy is in this case just a technical characteristic. We regard the number of phonemes in a word as being dependent on the number of syllables in the same word just for historical reasons, it is not as if some Genius of the Language first determined the word's length in syllables and then selected the appropriate number of phonemes to match it. The evolutionary process was presumably very chaotic and many phenomena had some effects on both variables. This situation actually mirrors Galton's data on height inheritance - there is some shared genetic material, which forms the basis for correlation, however, the actual heights of both the ancestor and their offspring are influenced by a multitude of other stochastic events, which affect both variables independently.

Therefore, let us fit the linear model using a method that accounts for errors in both vertical and horizontal directions, i.e. the method aiming to minimize the sum of squared distances between the line and the data points. We are interested in the Euclidean distance between the line and the data points. The metric is called total least squares (and the method is called orthogonal fitting).

Let us look at the difference between the blue and red lines in the Figure 4. The blue line represents the classical least squares regression, while the red one shows the linear model fitted by minimizing the total least squares. The linear model represented by the blue line has a notably pronounced parameter $a$ (commonly referred to as the intercept). This intercept nearly disappears when we fit the linear model orthogonaly, diminishing to a value almost 30 times smaller. Suddenly, instead of two phonemes, the size is a mere 0.07 phonemes.


Figure 4: Linear model fitted to the original Menzerath's data (Menzerath, 1954, p. 96). Least squares fitting method and total least squares (orthogonal) method are put here in contrast.

While this result might be coincidental, we will dedicate the remainder of this study to empirically exploring this phenomenon across different texts and levels.

## 3 Material

It is still debatable whether the Menzerath's Law should be applied to tokens or types (Stave et al., 2021) and the difference between the two is quite pronounced (Mikros and Milička, 2014). Menzerath himself used data from a dictionary, indicating that his measurements were based on types. Gabriel Altmann (1980) also used dictionaries in his research on the topic, as did other pioneers in the field. However, many subsequent studies have applied the MAL directly to tokens. Since tokens cannot be considered independent trials, the statistical analysis and potential explanations are more complex than for types. Therefore, I prefer to use types, but for the sake of completeness, I will also present the results for tokens to illustrate the importance of this consideration.

Since we need to analyze the entire joint distribution, we can only use datasets where this distribution is available, e.g. Mikros and Milička (2014) and Milička (2014, 2015). Consequently, the number of tests for this hypothesis is limited; however, all the necessary scripts are available online so that the study can be replicated and repeated on other texts. ${ }^{5}$

[^3]
## 4 Results

The first dataset used in this analysis allows for the examination of Menzerath's Law at the phoneme-syllable-word level for Greek blog posts, making it comparable to the original Menzerath's dataset discussed in previous sections. This dataset comes from Mikros and Milička (2014), although only a subset of the expansive dataset was employed. As illustrated in Figure 5, the difference between the joint distribution measured by types and tokens is relatively minor: In both cases, the intercept left by the orthogonal fitting is approximately one tenth of the parameter $b$, which is slightly higher than what was observed in the German data.


Figure 5: Phoneme - syllable - word level (Greek data, series of blog posts).

Menzerath's law can also be observed at the morpheme level, much like at the syllable level (Pelegrinová et al., 2021). Indeed, in many languages, morphemes typically equate to a single syllable. Therefore, I have incorporated several datasets that include the morpheme level, taken from the PhD dissertation by Milička (2015, Appendix C).

The first dataset allows for the exploration of the Menzerath's law at the phoneme-morpheme-word level in Czech text, specifically the novella Krysař by Viktor Dyk. The segmentation was done by Zuzana Komrsková and was initially published in Milička (2014). This dataset exemplifies that the hypothesis of zero intercept holds true for types rather than tokens. On tokens, the absolute intercept remains very large, but when looking at types,the absolute intercept is extremely small, even smaller than in the original Menzerath's dataset (Figure 6).

Let us stay at the phoneme-morpheme-word level. The next dataset is also taken from Milička (2014) cause the scripts to operate solely on tokens rather than on types.


Figure 6: Phoneme - morpheme — word level (Czech data, short novel Krysař by Viktor Dyk).


Figure 7: Phoneme - morpheme - word level (Arabic data, part of Kalīla wa-Dimna by Ibn al-Muqaffa').
and it is based on a chapter from the famous Arabic book Kalīla wa Dimna by Abdallāh ibn Muqaffa'. Interestingly, unlike the previous case, the hypothesis of zero intercept holds better for tokens than for types. I do not have a good explanation for this. However, Arabic nonconcatenative morphology differs greatly from Czech morphology, so I would not be surprised if the stochastic principles behind them also differ. The results can be seen in Figure 7.

Both Czech and Arabic texts were further analyzed at the morpheme-word-clause (Figures 8 and 9) and word-clause-sentence levels Figure 8. The word-clause-sentence level was not explored in the Arabic text due to insufficient data. These three datasets were only examined in terms of tokens, yet, this is likely to have a minimal impact on the results, given that clauses and sentences recur less frequently compared to words.

In all cases, the intercept was found to be negative, with its absolute value always lower than the parameter $b$, indicating a positive value even for the shortest construct, which makes sense. It is possible that the negative intercepts in these models are due to artifacts arising from the discrete nature of the joint distribution. Or the assumption that the type-token distinction is not necessary at the clause and sentence levels are false. However, it is also plausible that the stochastic principles underlying these datasets differ greatly from those shaping the joint distributions at the word level. Words are pre-processed units that have been shaped over the centuries of the evolution of language, while clauses and sentences are shaped by the capabilities of a single human brain. ${ }^{6}$ In fact, it is interesting that the data produced by these two vastly different processes are not more divergent.

Therefore it may be the case that the negative intercepts are inherent results of the stochastic processes involved. The combination of the negative intercept and the regression toward the mean explains the existence of datasets, where the Menzerath's relation manifests as an increasing function (Buk and Rovenchak, 2008).

The last dataset examines the words-phrase-clause level and is sourced from Mačutek et al. (2017). Unlike words, clauses and sentences, the phrases were not delimited by the speakers; they were defined as chunks of text that depend on a predicate (for a more detailed definition, see the cited paper). Therefore, their segmentation relies on the linguistic annotation of the corpus they come from - the Prague Dependency Treebank 3.0 (Bejček et al., 2013). This dataset shows what the result looks like when it is negative (see Figure 10). Meanwhile, the hyperbolic model itself can be fitted well to the data.

[^4]

Figure 8: Morpheme - word — clause level and word — clause - sentence level (Czech data, short novel Krysař by Viktor Dyk).


- 1) Linear (least squares): $y=2.94 x+0.149$
— 2) Linear (orthogonal): $y=3.37 x-1.56$

Figure 9: Morpheme - word - clause level (Arabic data, part of Kalīla wa-Dimna by Ibn al-Muqaffa').


Figure 10: Word - phrase - clause level (Czech data, PDT corpus).

## 5 Conclusion

The main idea I propose in this study is that the Menzerath's law is a consequence of the features of the relation between the number of constituents in a construct and the number of subconstituents in the same construct. Several datasets suggest that the relation can be fairly simple with the number of constituents being directly proportional to the number of subconstituents, additionally there are some random processes scattering the data points around.

Revisiting the original question posed in the title - is the Menzerath's law just the regression toward the mean? There is a journalistic adage stating that whenever a title contains a question, the answer to that question is negative, or at least partially so. In this case I take issue with the term just.

I do not think the Menzerath's law is just a regression toward the mean in the sense that this interpretation would render the entire phenomenon obsolete and unworthy of further study.

We tend to understand a linear relation as a default but this inclination is rather magical thinking. Linearity does not mean that the process involved in the relation does not need to be studied. Besides, we need to characterize this random process. It would be worthwhile to turn our attention to the joint distribution itself, and possibly to the marginal distributions as well. When studying the phenomenon directly, the appropriate model of Menzerath's law would follow, with the advantage that this time we will have an explanation of the model and interpretation of its parameters.

Even if we find that the stochastic process involved is fairly simple, it does not mean, that the phenomenon is trivial. ${ }^{7}$ We need to find out which real world phenomenon works in the way corresponding with the

[^5]stochastic process so that it is plausible not only as a mechanism creating the data, but also as a model of reality. Moreover, one stochastic process usually does not explain the data completely, there are typically residuals left for the others to analyze.

Therefore I do not think the Menzerath's law is just regression toward the mean in its second sense either, meaning that it explains everything. Even some datasets presented in this paper do not fit the idea completely.

The question is, whether we can find something to generalize beyond the hyperbolic model, since the attractiveness of MAL as a research topic mostly dwells in its generality. The detailed stochastic processes on various linguistic levels may differ wildly and they may not be suitable for generalization. It may be the case that the original vague Paul Menzerath's hypothesis on decreasing function is actually the only idea that can be generalized to all the datasets on various language levels and in various human and non-human languages. And this vague idea might be adequately represented by a hyperbolic model.

In any case, for practical use for Menzerath's parameters, I suggest checking whether it might be more advantageous to use some parameters of the marginal distribution models and the correlation metric between the two variables instead. For instance instead of fitting the MAL parameters on the phoneme-syllable-word for stylometric text classification (Chen and Liu, 2022), it may be simpler to directly use the mean number of syllables in words, ${ }^{8}$ the mean number of phonemes in words, and the correlation coefficient between the number of syllables in a word and the number of phonemes in the same word.
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[^0]:    ${ }^{1 " .}$. a sound is the shorter the longer the whole in which it occurs" (Menzerath, 1928, p. 104), as translated in Altmann (1980, p. 1). Also formulated as: ". . . the more sounds in a syllable the smaller its relative length" (Menzerath, 1928, p. 104), translation by Altmann (1980, p. 1).
    ${ }^{2}$ "The relative number of sounds in the syllable decreases as the number of syllables in the word increases, or said differently: the more syllables in a word, the shorter (relatively) it is"(Menzerath, 1954, p. 100), translation by Altmann (1980, p. 1).

[^1]:    ${ }^{3}$ Actually, predicates are typically short while they consist of high-frequency verbs. This observation aligns with the finding that at the syllable-word-clause level, Menzerath's law is inverted, showing an increasing function, as seen in Figure 7 of Wang and Chen, 2022, Figure 7.

[^2]:    ${ }^{4}$ By the way, this means we can use Galton's estimators to determine the parameters of the hyperbolic model for the Menzerath's law. To obtain these parameters, we need the correlation between the two variables as well as the mean and standard deviation of the marginal distributions. Consequently, the parameters of the hyperbolic model are straightforward to interpret.

[^3]:    ${ }^{5}$ The archive is available at http://milicka.cz/kestazeni/MenzerathRegression.zip. The archive also includes the datasets that were used in the study. The first column in each table contains the actual forms of the given construct, for example a word tokens. The second column contains the number of its subconstituents, such as the number of phonemes. The third column contains the number of its constituents, such as the number of syllables. While the first column can be left empty, doing so will

[^4]:    ${ }^{6}$ Here I describe a an overall trend rather than a strict rule, there are some creative aspects in morphology - nonce words (occasionalisms) do exist, especially in some registers. On the other side large parts of clauses or even sentences can be formulaic multi-word expressions whose structure is given beforehand.

[^5]:    ${ }^{7}$ Even not mathematically trivial, see Ferrer-i-Cancho et al. (2014). This stochastic process is yet to be found, Meyer

